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About This Guide

This guide is meant to provide comprehensive information on OpenVZ- high-end server
virtualization software for Linux-based computers. The issues discussed in this guide cover the
necessary theoretical conceptions as well as practical aspects of working with OpenVZ. The
guide will familiarize you with the way to create and administer Virtual Private Servers
(sometimes also called Virtual Environments, or VES) on OpenVZ-based Hardware Nodes and
to employ the command line interface for performing various tasks.

Familiarity with Red Hat Linux Operating System and certain Linux administrator’s skills are
desirable for a person reading the guide. You can obtain some useful information regarding OS
installation issues from http:/iwww.redhat.com/docs/manuals/linux/.

Who Should Read This Guide

The primary audience for this book is anyone responsible for administering one or more systems
running OpenVZ. To fully understand the guide, you should have strong Linux system
administration habits. Attending Linux system administration training courses might be helpful.
Still, no more than superficial knowledge of Linux OS is required in order to comprehend the
major OpenVZ notions and learn to perform the basic administrative operations.


http://www.redhat.com/docs/manuals/linux/
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Organization of This Guide

Chapter 2, OpenVZ Philosophy, is a must-read chapter that helps you grasp the general principles
of OpenVZ operation. It provides an outline of OpenVZ architecture, of the way OpenVZ stores
and uses configuration information, of the things you as administrator are supposed to perform,
and the common way to perform them.

Chapter 3, Installation and Preliminary Operations, dwells on all those things that must be done
before you are able to begin the administration proper of OpenVZ. Among these things are a
customized installation of Linux on a dedicated computer (Hardware Node, in OpenVZ
terminology), OpenVZ installation, preparation of the Hardware Node for creating Virtual
Private Servers on it, etc.

Chapter 4, Operations on Virtual Private Servers, covers those operations that you may perform
on a VPS as on a single entity: creating and deleting Virtual Private Servers, starting and
stopping them, etc.

Chapter 5, Managing Templates, shows you the way to handle OpenVZ templates properly —
create and install templates and template updates on the Hardware Node, add them to and
remove from Virtual Private Servers, etc.

Chapter 6, Managing Resources, zeroes in on configuring and monitoring the resource control
parameters for different VPSs. These parameters comprise disk quotas, CPU and system
resources. Common ways of optimizing your VPSs configurations are suggested at the end of
the chapter.

Chapter 7, Advanced Tasks, enumerates those tasks that are intended for advanced system
administrators who would like to obtain deeper knowledge about OpenVZ capabilities.

Chapter 8, Troubleshooting, suggests ways to resolve common inconveniences should they occur
during your work with the OpenVZ software.

Chapter 9, Reference, is a complete reference on all OpenVZ configuration files and Hardware
Node command-line utilities. You should read this chapter if you do not understand a file format
or looking for an explanation of a particular configuration option, if you need help for a
particular command or looking for a command to perform a certain task.

Documentation Conventions

Before you start using this guide, it is important to understand the documentation conventions
used in it. For information on specialized terms used in the documentation, see the Glossary at
the end of this document.
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Typographical Conventions

The following kinds of formatting in the text identify special information.

Formatting
convention

Type of Information

Example

Special Bold

Italics

Monospace

Monospace
Italics

Preformatted

Monospace
Bold

CAPITALS
KEY+KEY

Items you must select, such as menu
options, command buttons, or items in
a list.

Titles of chapters,
subsections.

sections, and

Used to emphasize the importance of a
point or to introduce a term.

The names of commands, files, and
directories.

Used to designate a command line or a
file name placeholder, which is to be
replaced with a real value.

On-screen computer output in your
command-line sessions; source code in
XML, C++, or other programming
languages.

What you type, contrasted with on-
screen computer output.

Names of keys on the keyboard.

Key combinations for which the user
must press and hold down one key and
then press another.

Shell Prompts in Command Examples

Go to the QoS tab.

Read the Basic Administration chapter.
Such servers are called Hardware Nodes.
start to start a VPS.

Use vzctl

Type vzctl destroy vpsid.

Saved parameters for VPS 101

# rpm —q vzctl

SHIFT, CTRL, ALT
CTRL+P, ALT+F4

Command line examples throughout this guide presume that you are using the Bourne-again
shell (bash). Whenever a command can be run as a regular user, we will display it with a dollar
sign prompt. When a command is meant to be run as root, we will display it with a hash mark

prompt:

Bourne-again shell prompt $

Bourne-again shell root prompt #
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General Conventions

Be aware of the following conventions used in this book.

= Chapters in this guide are divided into sections, which, in turn, are subdivided into
subsections. For example, Documentation Conventions is a section, and General Conventions
is a subsection.

=  When following steps or using examples, be sure to type double-quotes (**), left single-
quotes (), and right single-quotes (") exactly as shown.

= The key referred to as RETURN is labeled ENTER on some keyboards.

The root path usually includes the /bin, /sbin, Zusr/bin and Zusr/sbin directories, so
the steps in this book show the commands in these directories without absolute path names.
Steps that use commands in other, less common, directories show the absolute paths in the
examples.

Feedback

If you spot a typo in this guide, or if you have thought of a way to make this guide better, we
would love to hear from you!

If you have a suggestion for improving the documentation (or any other relevant comments), try
to be as specific as possible when formulating it. If you have found an error, please include the
chapter/section/subsection name and some of the surrounding text so we can find it easily.

Please submit a report by e-mail to userdocs@openvz.org.


mailto:userdocs@openvz.org
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CHAPTER 2

OpenVZ Philosophy

In This Chapter

ADOUL OPENVZ SOTIWAIE ....c.veeeieieciiee ettt sresre et 11
Distinctive Features 0F OPENVZ ........coiiiiiiiieieeses e 12
Main Principles of OpenVZ OPeration .........ccccveieeiieiiieeiiee e see e ae e e nre e 15
Hardware Node Availability Considerations ...........cccccvvveviiiiiiieie s 19

About OpenVZ Software

What is OpenVZ

OpenVZ is a complete server automation and virtualization solution developed by SWsoft.
OpenVZ creates multiple isolated Virtual Private Servers (VPSs) on a single physical server to
share hardware and management effort with maximum efficiency. Each VPS performs and
executes exactly like a stand-alone server for its users and applications as it can be rebooted
independently and has its own root access, users, IP addresses, memory, processes, files,
applications, system libraries, and configuration files. Light overhead and efficient design of
OpenVZ makes it the right virtualization choice for production servers with live applications
and real-life data.

The basic OpenVZ VPS capabilities are:

Dynamic Real-time Partitioning — Partition a physical server into tens of VPSs, each with
full dedicated server functionality.

Resource Management — Assign and control VPS resource parameters and re-allocate
resources in real-time.

Mass Management - Manage a multitude of physical servers and Virtual Private Servers in a
unified way.
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OpenVZ Applications

OpenVZ provides a comprehensive solution for Hosting Service Providers allowing them to:

= Have hundreds of customers with their individual full-featured virtual private servers
(Virtual Private Servers) sharing a single physical server;

= Provide each customer with a guaranteed Quality of Service;

= Transparently move customers and their environments between servers, without any manual
reconfiguration.

If you administer a number of Linux dedicated servers within an enterprise, each of which runs
a specific service, you can use OpenVZ to consolidate all these servers onto a single computer
without losing a bit of valuable information and without compromising performance. Virtual
Private Servers behave just like an isolated stand-alone server:

= Each VPS has its own processes, users, files and provides full root shell access;
= Each VPS has its own IP addresses, port numbers, filtering and routing rules;

= Each VPS can have its own configuration for the system and application software, as well
as its own versions of system libraries. It is possible to install or customize software
packages inside a VPS independently from other VPSs or the host system. Multiple
distributions of a package can be run on one and the same Linux box.

In fact, hundreds of servers may be grouped together in this way. Besides the evident
advantages of such consolidation (increased facility of administration and the like), there are
some you might not even have thought of, say, cutting down electricity bills by times!

OpenVZ proves invaluable for IT educational institutions that can now provide every student
with a personal Linux server, which can be monitored and managed remotely. Software
development companies may use virtual environments for testing purposes and the like.

Thus, OpenVZ can be efficiently applied in a wide range of areas: web hosting, enterprise
server consolidation, software development and testing, user training, and so on.

Distinctive Features of OpenVZ

The concept of OpenVZ Virtual Private Servers is distinct from the concept of traditional virtual
machines in the respect that Virtual Private Servers (VPSs) always run the same OS kernel as
the host system (Linux on Linux, Windows on Windows, etc.). This single-kernel
implementation technology allows to run Virtual Private Servers with a near-zero overhead.
Thus, OpenVZ VPSs offer an order of magnitude higher efficiency and manageability than
traditional virtualization technologies.
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OS Virtualization

From the point of view of applications and Virtual Private Server users, each VPS is an
independent system. This independency is provided by a virtualization layer in the kernel of the
host OS. Note that only an infinitesimal part of the CPU resources is spent on virtualization
(around 1-2%). The main features of the virtualization layer implemented in OpenVZ are the
following:

VPS looks like a normal Linux system. It has standard startup scripts, software from
vendors can run inside VPS without OpenVZ-specific modifications or adjustment;

A user can change any configuration file and install additional software;

Virtual Private Servers are fully isolated from each other (file system, processes, Inter
Process Communication (IPC), sysctl variables);

Processes belonging to a VPS are scheduled for execution on all available CPUs.
Consequently, VVPSs are not bound to only one CPU and can use all available CPU power.

Network Virtualization

The OpenVZ network virtualization layer is designed to isolate VPSs from each other and from
the physical network:

Each VPS has its own IP address; multiple IP addresses per VVPS are allowed;

Network traffic of a VVPS is isolated from the other VVPSs. In other words, Virtual Private
Servers are protected from each other in the way that makes traffic snooping impossible;

Firewalling may be used inside a VPS (the user can create rules limiting access to some
services using the canonical iptables tool inside the VVPS). In other words, it is possible
to set up firewall rules from inside a VPS;

Routing table manipulations are allowed to benefit from advanced routing features. For
example, setting different maximum transmission units (MTUs) for different destinations,
specifying different source addresses for different destinations, and so on.

Templates

An OS template in OpenVZ is basically a set of packages from some Linux distribution used to
populate one or more VPSs. With OpenVZ, different distributions can co-exist on the same
hardware box, so multiple OS templates are available. An OS template consists of system
programs, libraries, and scripts needed to boot up and run the system (VPS), as well as some
very basic applications and utilities. Applications like a compiler and an SQL server are usually
not included into an OS template.

For detailed information on OpenVZ templates, see the Understanding Templates section.
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Resource Management

OpenVZ Resource Management controls the amount of resources available to Virtual Private
Servers. The controlled resources include such parameters as CPU power, disk space, a set of
memory-related parameters. Resource management allows OpenVZ to:

= Effectively share available Hardware Node resources among VPSs;

= Guarantee Quality-of-Service (QoS) in accordance with a service level agreement (SLA);

= Provide performance and resource isolation and protect from denial-of-service attacks;

= Simultaneously assign and control resources for a number of Virtual Private Servers, etc.
Resource Management is much more important for OpenVZ than for a standalone computer

since computer resource utilization in an OpenVZ-based system is considerably higher than that
in a typical system.
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Main Principles of OpenVZ
Operation

Basics of OpenVZ Technology

In this section we will try to let you form a more or less precise idea of the way the OpenVZ
software operates on your computer. Please see the figure below:

3
™ || s
B 3
N o} @ Soft = icat
* | |2 (wser) | |2 =) || S
g
- 5 £
| (3T (3| ) | | 5| (Cappmcanon )| [Templates
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o o e
pd S || Application S || Application Templates ]
% £ Software g Software ating System
2 Z Layer ’
T ware
T OpenVZ Templates )
sy ating System
= twork
o OpenVZ Layer
qE) dware
% Host Operating System
« work
2
2 Hardware
<
o
Network

Figure 1: OpenVZ Technology

This figure presumes that you have a number of physical servers united into a network. In fact,
you may have only one dedicated server to effectively use OpenVZ for the needs of your
network. If you have more than one OpenVZ-based physical server, each one of the servers will
have a similar architecture. In OpenVZ terminology, such servers are called Hardware Nodes
(or HN, or just Nodes), because they represent hardware units within a network.

OpenVZ is installed on Fedora Core 3 or 4 or Red Hat Enterprise Linux 4 configured in a
certain way. For example, such customized configuration shall include the creation of a /vz
partition, which is the basic partition for hosting Virtual Private Servers and which must be way
larger than the root partition. This and similar configuration issues are most easily resolved
during Linux installation on the Hardware Node. Detailed instructions on installing Linux
(called Host Operating System, or Root Operating System in Figure 1) on the Hardware Node
are provided in the next chapter.



OpenVZ Philosophy 16

OpenVZ is installed in such a way that you will be able to boot your computer either with
OpenVZ support or without it. This support is presented as “OpenVZ” in your boot loader and
shown as OpenVZ Layer in the figure above.

However, at this point you are not yet able to create Virtual Private Servers. A Virtual Private
Server is functionally identical to an isolated standalone server, having its own IP addresses,
processes, files, users, its own configuration files, its own applications, system libraries, and so
on. Virtual private servers share the same Hardware Node and the same OS kernel. However,
they are isolated from each other. A Virtual Private Server is a kind of ‘sandbox’ for processes
and users.

Different Virtual Private Servers can run different versions of Linux (for example, SUSE 9.2 or
Fedora Core 4 and many others). Each VPS can run its own version of Linux. In this case we
say that a VPS is based on a certain OS template. OS templates are packages shipped with
OpenVZ. Before you are able to create a Virtual Private Server, you should install the
corresponding OS template in OpenVZ. This is displayed as OpenVZ Templates in the scheme
above.

After you have installed at least one OS template, you can create any number of VVPSs with the
help of standard OpenVZ utilities, configure their network and/or other settings, and work with
these VPSs as with fully functional Linux servers.
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Understanding Templates

A template is a VPS building block. An OS template is a set of packages needed to operate a
VPS. Templates are usually created right on your Hardware Node; all you need is template tools
(vzpkg) and template metadata.

Template metadata

Template metadata are information about a particular OS template. It contains:
= alist of packages included in this template (in the form of package names);
= |ocation of (network) package repositories;

= distribution-specific scripts needed to be executed on various stages of template
installation;

» public GPG key(s) needed to check signatures of packages;

All  this information is contained in a few files installed into the
/vz/template/osname/osrelease/config/ directory. For example, the metadata for
the Fedora Core 4 template are installed into the /vz/template/fedora-
core/4/conftig/ directory.

Along with template metadata, a few OpenVZ-specific packages are usually provided; they are
installed into the /vz/template/osname/osversion/vz-addons/ directory.

Template cache

Template metadata provide enough information to create an OS template. During the OS
template creation, the needed package files are downloaded from the network repository to the
Hardware Node and installed into a temporary VPS, which is then packed into a gzipped tarball
called the template cache.

The template cache is used for fast VPS provisioning — basically, it is a pre-created VPS, so all
that is needed to create a VPS is to untar this file. The template cache files are stored in the
/vz/template/cache/ directory.

Any template cache becomes obsolete with time as new updates are released for the given
distribution. Naturally, there is a way to quickly update the template cache as well as all the
previously created VVPSs with the newest updates.

While you are able to perform all kinds of tasks within a Virtual Private Server including
building rpm packages and installing them, OpenVZ provides an easy and far more efficient
way of installing the applications you need on VPSs. The same way as you install an OS
template on the OpenVZ system in order to create any number of Virtual Private Servers on its
basis and share its resources, you can install applications in OpenVZ in order to share package
files among any number of VPSs. You can then add these applications to any number of Virtual
Private Servers.

It goes without saying that in case you want to install an application on only one VPS, there is
no need in working with templates: you can as well work inside the corresponding VVPS.



OpenVZ Philosophy 18

Understanding Licenses

The OpenVZ software consists of the OpenVZ kernel and user-level tools, which are licensed
by means of two different open source licenses.

= The OpenVZ kernel is based on the Linux kernel, distributed under the GPL terms, and is
licensed under GNU GPL wversion 2. The license text can be found at
http://openvz.org/documentation/licenses/gnu-gpl.

= The user-level tools (vzctl, vzquota, and vzpkg) are licensed under the terms of the
QPL license. The license text can be found at http://openvz.org/documentation/licenses/qpl.

OpenVZ Configuration

OpenVZ allows you to flexibly configure various settings for the OpenVZ system in general as
well as for each and every Virtual Private Server. Among these settings are disk and user quota,
network parameters, default file locations and configuration sample files, and others.

OpenVZ stores the configuration information in two types of files: the global configuration file
/etc/sysconfig/vz  and VPS configuration files /Zetc/sysconfig/vz-
scripts/vpsid.conf. The global configuration file defines global and default parameters
for VVPS operation, for example, logging settings, enabling and disabling disk quota for VVPSs,
the default configuration file and OS template on the basis of which a new VPS is created, and
so on. On the other hand, a VPS configuration file defines the parameters for a given particular
VPS, such as disk quota and allocated resources limits, IP address and host name, and so on. In
case a parameter is configured both in the global OpenVZ configuration file, and in the VPS
configuration file, the VPS configuration file takes precedence. For a list of parameters
constituting the global configuration file and the VPS configuration files, turn to the Reference
chapter.

The configuration files are read when OpenVZ and/or VPSs are started. However, OpenVZ
standard utilities, for example, vzctl, allow you to change many configuration settings “on-
the-fly”, either without modifying the corresponding configuration files or with their
modification (if you want the changes to apply the next time OpenVZ and/or VVPSs are started).


http://virtuozzo.org/documentation/licenses/gnu-gpl
http://openvz.org/documentation/licenses/gnu-gpl
http://virtuozzo.org/documentation/licenses/qpl
http://openvz.org/documentation/licenses/qpl
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Hardware Node Availability
Considerations

Hardware Node availability is more critical than the availability of a typical PC server. Since it
runs multiple Virtual Private Servers providing a number of critical services, Hardware Node
outage might be very costly. Hardware Node outage can be as disastrous as the simultaneous
outage of a number of servers running critical services.

In order to increase Hardware Node availability, we suggest you follow the recommendations
below:

= Use RAID storage for critical VPS private areas. Do prefer hardware RAID, but software
mirroring RAID might suit too as a last resort.

= Do not run software on the Hardware Node itself. Create special Virtual Private Servers
where you can host necessary services such as BIND, FTPD, HTTPD, and so on. On the
Hardware Node itself, you need only the SSH daemon. Preferably, it should accept
connections from a pre-defined set of IP addresses only.

= Do not create users on the Hardware Node itself. You can create as many users as you need
in any Virtual Private Server. Remember, compromising the Hardware Node means
compromising all Virtual Private Servers as well.
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CHAPTER 3

Installation and Preliminary Operations

The current chapter provides exhaustive information on the process of installing and deploying
your OpenVZ system including the pre-requisites and the stages you shall pass.

In This Chapter
INStAllation REGUITEIMENTS. .....ciiiiiece e e et e re e sre e e e s e e e ee e 20
Installing and Configuring Host Operating System on Hardware Node.............cccoceevevenens 23

Installing OpenVZ Software

Installation Requirements

After deciding on the structure of your OpenVZ system, you should make sure that all the

Hardware Nodes where you are going to deploy OpenVZ for Linux meet the following system
(hardware and software) and network requirements.

System Requirements

This section focuses on the hardware and software requirements for the OpenVZ for Linux
software product.
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Hardware Compatibility

The Hardware Node requirements for the standard 32-bit edition of OpenVZ are the following:

= IBM PC-compatible computer;

= Intel Celeron, Pentium Il, Pentium I11, Pentium 4, Xeon, or AMD Athlon CPU;
= Atleast 128 MB of RAM;

= Hard drive(s) with at least 4 GB of free disk space;

= Network card (either Intel EtherExpress100 (i82557-, i82558- or i82559-based) or 3Com
(3¢c905 or 3¢905B or 3¢595) or RTL8139-based are recommended).

The computer should satisfy the Red Hat Enterprise Linux or Fedora Core hardware
requirements (please, see the hardware compatibility lists at www.redhat.com).

The exact computer configuration depends on how many Virtual Private Servers you are going
to run on the computer and what load these VPSs are going to produce. Thus, in order to choose
the right configuration, please follow the recommendations below:

= CPUs. The more Virtual Private Servers you plan to run simultaneously, the more CPUs
you need.

= Memory. The more memory you have, the more Virtual Private Servers you can run. The
exact figure depends on the number and nature of applications you are planning to run in
your Virtual Private Servers. However, on the average, at least 1 GB of RAM s
recommended for every 20-30 Virtual Private Servers;

= Disk space. Each Virtual Private Server occupies 400-600 MB of hard disk space for
system files in addition to the user data inside the Virtual Private Server (for example, web
site content). You should consider it when planning disk partitioning and the number of
Virtual Private Servers to run.

A typical 2-way Dell PowerEdge 1650 1u—mountable server with 1 GB of RAM and 36 GB of
hard drives is suitable for hosting 30 Virtual Private Servers.

Software Compatibility

The Hardware Node should run either Red Hat Enterprise Linux 3 or 4, or Fedora Core 3 or 4,
or CentOS 3.4 or 4. The detailed instructions on installing these operating systems for the best
performance of OpenVZ are provided in the next sections.

This requirement does not restrict the ability of OpenVZ to provide other Linux versions as an
operating system for Virtual Private Servers. The Linux distribution installed in a Virtual
Private Server may differ from that of the host OS.


http://www.redhat.com/
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Network Requirements

The network pre-requisites enlisted in this subsection will help you avoid delays and problems
with making OpenVZ for Linux up and running. You should take care in advance of the
following:

Local Area Network (LAN) for the Hardware Node;
Internet connection for the Hardware Node;

Valid IP address for the Hardware Node as well as other IP parameters (default gateway,
network mask, DNS configuration);

At least one valid IP address for each Virtual Private Server. The total number of addresses
should be no less than the planned number of Virtual Private Servers. The addresses may be
allocated in different IP networks;

If a firewall is deployed, check that IP addresses allocated for Virtual Private Servers are
open for access from the outside.
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Installing and Configuring Host
Operating System on Hardware

Node

This section explains how to install Fedora Core 4 on the Hardware Node and how to configure
it for OpenVZ. If you are using another distribution, please consult the corresponding
installation guides about the installation specifics.

Choosing System Type

Please follow the instructions from your Installation Guide when installing the OS on your
Hardware Node. After the first several screens, you will be presented with a screen specifying
the installation type. OpenVZ requires Server System to be installed, therefore select “Server” at

the dialog shown in the figure below.

Installation Type

Choose the type of installation
that best meets your needs.

An installation destroys any
previously saved information on
the selected partitions.

For more information concerning
the differences among these
installation classes, refer to the
product documentation.

l @ Hide Help l l Dﬁelease Notes

@]
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@]
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Personal Desktop

Perfect for personal computers or laptops, select this installation type to
install a graphical desktop environment and create a system ideal for
home or desktop use.

Workstation
This option installs a graphical desktop environment with tools for
software development and system administration.

Server

Select this installation type if you woulkd like to set up file sharing, print
sharing, and Web services. Additional services can also be enabled,
and you can choose whether or not to install a graphical environment.

Custom
Select this installation type to gain complete control over the installation
process, including software package selection and partitioning.

l <@ Back l l & Next l

Figure 2: Fedora Core Installation - Choosing System Type

It is not recommended to install extra packages on the Hardware Node itself due to the all-
importance of Hardware Node availability (see the Hardware Node Availability Considerations
subsection in this chapter). You will be able to run any necessary services inside dedicated

Virtual Private Servers.
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Disk Partitioning

On the Disk Partitioning Setup screen, select Manual partition with Disk Druid. Do not choose
automatic partitioning since this type of partitioning will create a disk layout intended for
systems running multiple services. In case of OpenVZ, all your services shall run inside Virtual
Private Servers.

Disk Partitioning
Setup

One of the largest obstacles for
a new user during a Linux
installatinn is nadifinnina This |

pracessis:made easier by:
praviding autamatic:
partitioning.

By.selectingiautematic—
partitioningy you do:nothavedo:
usepartitioning toolsito assign
meunt paints; create partition s;:
ar allacate space faryour
installation.

Ta partition:manually; chaase:

thier: Dl Diridl pantitioning toch

Userthe-Back buttonto choose— ]

] [ Hid@ Help l l Dﬁelease Notes

Automatic Partitioning sets partitions based on the selected
installation type. You also can customize the partitions once
they have been created.

The manual disk partitioning tool, Disk Druid, allows you to
create partitions in an interactive environment. You can set the
file system types, mount points, partition sizes, and more.

(O Automatically partition
@géM